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1 Introduction 

The use of Artificial Intelligence (AI) is 
key to the advancement of technology 
across domains. However, the use of AI 
comes with its challenges, especially in 
the context of trustworthiness and ethical 
implications. Therefore, the certification of 
AI development processes will promote 
the adoption of AI systems by guarante-
eing a certain standard of safety, security, 
and reliability.
Certification can be classified into two 
categories: 1) certification of an organiza-
tion and its processes, and 2) certification 
of the software as a product produced by 
these organizations. In both cases, the 
goal of certification is increased trust in 
the organization and its products for the 
end customer. Certification of some well-
established standards can be acquired 
by dedicated certifying institutions, for 
instance, the ISO 9001 standard. This will 
guarantee that the organization meets the 
quality and regulatory requirements as 
defined by the ISO standard.
While certification standards exist for 
traditional software systems, the certifi-
cation of Artificial Intelligence systems is 
still an open research topic. To this end, 
the European Commission has taken the 
initiative and has recommended a regula-
tory framework and published certification 
concepts for AI systems. Since then, there 
have been public discussions and publi-
cations that provide constructive criticism 
of the recommendations of the EU Com-
mission. The central recommendation is 
to uphold the ethical principles of the EU 
and at the same time to avoid over-regu-
lation and hinder innovation.

The AI Marketplace (AIM) plays an import-
ant role as an enabler by bridging the gap 
between AI service providers and users. 
Therefore, establishing mutual trust bet-
ween the participants by establishing 
standard certification schemes becomes 
crucial. Potential users of AI would use 
the AIM to find suitable partners for their 
use cases. On one hand, AI users need 
to be able to trust the companies listed 
on the platform. On the other hand, the AI 
service providers would want to increase 
their credibility and trustworthiness on the 
platform. To serve these requirements, the 
AIM has proposed a three-level certifica-
tion scheme for AI service providers that 
are based on the latest developments and 
publications in the trustworthy AI develop-
ment domain.
There are already efforts and publicati-
ons towards trustworthy AI development. 
However, in a recently conducted a 
survey with the potential users of AI on 
our platform, we found out that 75% of 
the 36 participants are not aware of any 
certification standard or organization that 
is AI-specific. To this end, this document 
also aims at raising awareness regarding 
AI certification.
The rest of this document is structured as 
follows: chapter 2 analyzes the relevant 
certification standards and the scientific 
literature on trustworthy AI. Chapter 3 
presents the AI certification schemes of 
AIM. Finally, chapter 4 concludes the 
document.

AI certification ensures 
safety, security, and 
reliability, promoting 
trust and adoption of AI 
systems.

A survey found 75% 
of potential users are 
unaware of AI-specific 
certifications.
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2 Existing Certification Schemes for  
 AI-based Systems

While traditional software systems have 
existed for a few decades now, AI-based 
systems have seen rapid development in 
the past decade. However, the law and 
regulations around the AI topic have not 
caught up to the speed of development of 
these systems. Recently there has been 
growing interest in establishing stan-
dards for the trustworthy development 
of AI systems in Europe. In this section, 
we discuss existing and ongoing efforts 

towards certification for AI systems from 
three organizations that are the most 
prominent and relevant in the German 
context: the EU commission (see sec-
tion 2.1), KI.NRW (see section 2.2), and 
KI-Bundesverband (see section 2.3). 
Section 2.4 concludes the chapter with a 
discussion of the most relevant scientific 
literature on the trustworthy development 
of AI systems.

The European Commission is committed 
to promoting the development of AI in 
the European context. To this end, the 
commission has established a high-level 
expert group on AI for creating a guideli-
ne for the trustworthy development of AI 
systems and to make policy recommenda-
tions. The high-level group has published 
the “Ethics Guidelines for Trustworthy AI” 
[Hig19] document that proposes a frame-

work for trustworthy AI development. This 
was followed by the publication of “As-
sessment List for Trustworthy AI” [Hig20] 
which is intended for self-evaluation of 
compliance. The EU Commission also 
released the proposed regulation on AI, 
the so-called EU Artificial Intelligence Act.

 2.1  European Commission

Ethics Guidelines for Trustworthy AI

The ethics guidelines proposed by the 
high-level commission intend to promote 
the development of trustworthy AI by 
creating a framework for achieving lawful, 
ethical, and robust AI. The following state-

ments summarize the core ideas of the 
paper:

The EU Commission 
promotes trustworthy AI 
development by pub-
lishing guidelines and 
recommendations.
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Figure 1: Excerpt of the questionnaire for the requirement “human agency and oversight”
[Hig20]

AI should be developed and deployed 
in accordance with respect for human 
autonomy, prevention of harm, fair-
ness, and explicability.
Special attention must be given to si-
tuations involving children, people with 
disabilities, and vulnerable groups.
Adequate measures must be taken 
proportional to the magnitude of the 
risks.
AI systems must meet seven key 
requirements for trustworthy AI: 

Human Agency and Oversight
Technical Robustness and Safety
Privacy and Data Governance
Transparency
Diversity, Non-discrimination
and Fairness
Societal and Environmental well-being
Accountability.

•

•

•

•

Assessment List for Trustworthy AI

The high-level working group on AI pu-
blished an assessment list for trustworthy 
AI-based systems through extensive 
interviews with companies. The assess-
ment list is intended for flexible use by 
organizations to investigate potential risks 
generated by their implementation of an 
AI system. All seven requirements from 
the ethics guidelines document are further 
elaborated with concrete questions. The 

assessment list is intended to be reviewed 
with a multidisciplinary team of experts 
from data scientists, and compliance offi-
cers to the management. The assessment 
list is also made available as an interactive 
online version1. Figure 1 shows an excerpt 
of the questionnaire for the requirement 
“human agency and oversight”.

1https://altai.insight-centre.org/

1.
2.
3.
4.
5.

6.
7.

An assessment list for 
trustworthy AI systems 
was published after 
extensive company inter-
views.

https://altai.insight-centre.org/
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EU Artificial Intelligence Act

On 21 April 2021, the European Commis-
sion released the draft for the EU Artificial 
Intelligence Act2. After deciding on propo-
sed amendments, the act is likely to be 
passed into law in 2023. The EU Artificial 
Intelligence Act addresses all AI applica-
tions that are developed using machine 
learning, Bayesian approaches, or logic 

and knowledge-based approaches, and 
that produce output like recommendati-
ons, content, predictions, etc.
The EU Artificial Intelligence Act defines 4 
risk levels for AI applications. Depending 
on the risk level, different obligations and 
restrictions apply (see Figure 2):

Figure 2: AI risk levels proposed by EU Commission2

Unacceptable risk AI applications are 
prohibited. These applications include 
subliminal techniques, manipulation, 
social scoring, and biometrics.
High risk AI applications are subject 
to strict obligations before they can be 
put on the market. Such AI applications 
deal with critical infrastructure, educa-
tional or vocational training, safety 
components of products, employment, 
management of workers and access 
to self-employment, essential private 
and public services, law enforcement, 
migration, asylum and border control 
management, and administration of 
justice and democratic processes.

Limited risk AI applications need to 
fulfill specific transparency obligations. 
This category includes AI applications 
such as chatbots, emotion recognition 
and biometric categorization systems, 
and systems generating deepfake or 
synthetic content.
Minimal risk AI applications are all-
owed without restrictions. Spam filters 
or AI-enabled video games represent 
examples for minimal risk AI applicati-
ons.

•

•

•

•

2https://artificialintelligenceact.eu/the-act/

The EU Artificial Intelli-
gence Act, expected to 
pass in 2023, defines 
four risk levels for AI 
applications with corre-
sponding obligations.

https://artificialintelligenceact.eu/the-act/
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KI.NRW3 in association with Fraunhofer 
IAIS is working towards establishing 
certification schemes for AI systems. To 
this end, KI.NRW has published a white 
paper discussing the AI certification topic 
under the title “Trustworthy Use of Artifi-

 2.2 KI.NRW – Künstliche Intelligenz Nordrhein-Westfalen

cial Intelligence” [Fra19]. The whitepaper 
is followed by another publication with a 
detailed catalog for the inspection of AI 
systems [Fra21].

3https://www.ki.nrw/en/ai-certification/

Whitepaper: Trustworthy Use of Artificial Intelligence

The whitepaper is meant to be a starting 
point for the interdisciplinary development 
of AI certification schemes between IT, 
law, philosophy, and ethics. The agenda 
was to create material for neutral auditors 

to be able to cross-check AI applications 
for trustworthiness from an ethical and le-
gal perspective. The publication describes 
six audit areas specific to AI as shown in 
Figure 2.

Figure 3: Audit areas from the KI.NRW and Fraunhofer IAIS whitepaper [Fra19], [Fra21]

The KI.NRW and Fraun-
hofer IAIS whitepaper 
outlines audit areas fo-
cusing on safety, ethics, 
and legal compliance.

https://www.ki.nrw/en/ai-certification/
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The authors discuss AI-specific challen-
ges in the context of these audit areas and 
highlight key challenges in the area:

AI applications should be designed in a 
way that allows us to verify if they work 
safely and reliably.
Applications should be aligned with the 
ethical and legal framework.
In addition to technical safeguards, it 
should be clear under what circums-
tances the use of AI is ethically and 
legally acceptable.

An interdisciplinary team from IT, phi-
losophy, and law is required to resolve 
the challenges of AI certification.
Ethics come from historical experien-
ces gained by people and therefore is 
difficult to implement ethics as a code. 
Therefore, a new AI development 
guideline that accounts for a universal 
human value system is required.

•

•

•

•

•

Inspection Catalog for AI Systems

The initial whitepaper by KI.NRW establis-
hed the direction of creating a standard for 
trustworthy AI development. As a follow-
up, the inspection catalog is a document 
of over 160 pages detailing the guidelines 
for developing trustworthy AI systems with 
high-quality standards. The document is 
targeted at two groups: 1) as a basis for 
neutral auditing organizations to evaluate 
AI systems developed by companies, and 
2) as a guideline for developers who are 
designing and developing AI systems.
The inspection catalog first formally 
defines a structure and life cycle of an 
AI appliction. It further builds on the six 
aspects of trust areas described in the 
whitepaper (see Figure 1). The catalog 

proposes a two-phase approach to testing 
the AI system, with the so-called “Top-
down” and “Bottom-up” testing approach. 
First, the AI risks are identified and ana-
lyzed. Based on this, criteria are derived. 
Second, each risk area is mitigated by 
taking measures that reduce the risk and 
fulfill the previously defined criteria.

The detailed inspection 
catalog provides guide-
lines for trustworthy and 
neutral auditing of AI 
systems.
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KI-Bundesverband4 is a German AI as-
sociation that represents more than 250 
innovative companies that focus on the 
development and application of AI. In the 
following sections, two whitepapers publis-
hed by KI-Bundesverband are discussed. 
The first publication, “KI Guetesiegel” [KI 
19], is about defining and adhering to a 
common understanding of ethical values 
concerning AI systems. This includes a 

 2.3 KI-Bundesverband

self-declaration form that represents self-
commitment by the organizations that sign 
them. The second publication, “Position 
Paper on EU-Regulation of Artificial In-
telligence by the German AI Association” 
[KI 21], gives six key recommendations 
for the regulation of AI in the European 
context.

KI Guetesiegel (AI seal of approval)

KI Guetesiegel aims towards establishing 
a seal of approval for ethical product and 
service development of AI systems. It of-
fers German companies an opportunity to 
strengthen compliance with basic quality 
parameters of trustworthy AI development. 
The whitepaper proposes four quality cri-
teria as guiding principles for trustworthy 
AI development: ethics, impartiality, trans-
parency, and security.

The AI service provider company will be 
given a “KI Guetesiegel” upon submitting 
a signed self-declaration of commitment 
towards the guidelines published by KI-
Bundesverband.

Ethics: AI development should main-
tain basic European values: human 
dignity, freedom, democracy, equality, 
and the rule of law.
Impartiality: old stereotypes and pre-
judices that might already be present 
in the data should not be reinforced by 
the AI system. Therefore, trained per-
sonnel should use appropriate analysis 
techniques to detect and mitigate this 
bias.

•

•

•

•

Transparency: every step from data 
pre-processing, feature engineering, 
model creation, and model evaluation 
must be well-documented.
Security: an AI system processes 
data just like classic data processing 
systems. Therefore, the same requi-
rements for the confidentiality and 
integrity of data processing apply to AI 
systems as well.

4https://ki-verband.de/

KI Guetesiegel, a seal 
of approval, encourages 
German companies 
to adhere to ethical, 
neutral, transparent, and 
secure AI development.

https://ki-verband.de/
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Position Paper on EU-Regulation of AI

KI-Bundesverband proposes a nine-
point plan for AI regulation in the EU. 
The recommendations were part of the 
discussions regarding the European 
Commission’s whitepaper on AI. Authors 
note that a general regulation on AI is not 
feasible and therefore ethical aspects of 
an AI must be evaluated on a case-by-ca-
se basis concerning the individual context 
or use case. 

Therefore, a framework is proposed for 
risk evaluation of new use cases to make 
regulatory restrictions proportional to the 
risk. Special considerations are taken 
to make sure that there should be a low 
barrier to entry. Such that the regulations 
are not a burden to small enterprises and 
startups.

This section presents a summary of recent 
literature that study novel techniques for 
testing and establishing trust in machine 

 2.4 Relevant Scientific Literature

FactSheets: Increasing Trust in AI Services through Supplier’s Declaration of 
Conformity

The FactSheets are inspired by the practi-
ce in other industries to use standardized 
supplier declarations of conformity. Alt-
hough these declarations may not have 
legally binding, they can still be used to 
enhance trust between the end user and 
the supplier. The authors suggest a com-
prehensive list of declarations related to AI 
services and further provide two concrete 
examples [ABH+19].
FactSheets are intended to be a voluntary 
declaration and propose possible extensi-
ons for the future. A FactSheet is based 
on the supplier’s declaration of conformity 
(SDoC). An SDoC is a written assurance 
with evidence of conformity to a specific 

requirement. It is used in many industries 
to create trust between suppliers and 
clients.

Some of the key elements typically inclu-
ded in a FactSheets are:

Purpose: overview of the intended 
uses of the service.
Domains and applications: informa-
tion about the application domain and 
how the service will be used
Basic performance: information about 
the assessment of the service perfor-
mance. For instance, the dataset that 
was tested on, testing methodology, 

•

•

•

learning and artificial intelligence software 
systems.

The KI-Bundesverband 
proposes a nine-point 
plan for EU AI regulation, 
including a case-by-case 
evaluation.

FactSheets, a voluntary 
supplier declaration of 
conformity, enhance the 
trust between the end 
user and the supplier.
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performance metrics such as accura-
cy, error rates, etc.

Model details: information about the 
model version, date, license, architec-
ture, hyperparameters, etc. 
Intended use case: describes the 
problem the model is designed to sol-
ve, including the intended users and 
potential out-of-scope use cases.

Security: details about how the ser-
vice could be attacked the steps taken 
to mitigate them.

•

•

•

•

•

•

•

Model Cards for Model Reporting

“Model Cards” is a research paper from 
Google that recommends that each AI 
model can be accompanied by documen-
tation detailing their characteristics. The 
purpose of Model Cards is to improve 
transparency and accountability in the 
development and deployment of machine 
learning models. It is noted that there is 
no standard documentation scheme to 
communicate the characteristics of a 
trained model. The authors also provide 
two examples to showcase their concept. 
Google has released a website5 with two 
reference model cards as an initial step in 
establishing this as a standard [MWZ+19].

Some of the key elements typically inclu-
ded in a Model Card are:

Performance metrics: information 
about the model‘s accuracy and other 
performance metrics such as accura-
cy, precision, recall, F1 score, AUC, 
etc. Could also include comparison of 
the performance with other relevant 
models and benchmarks.
Training data: information about the 
data used to train the model. Providing 
this may not be possible at all times, 
but minimal information that can be 
made public should be provided here. 
For instance, size, diversity, and dis-
tribution.
Ethical considerations: potential 
ethical considerations should be do-
cumented, such as fairness, privacy, 
transparency, and accountability.
Caveats and recommendations: 
information about potential limitations 
or biases in the model, such as under-
representation of certain groups in 
the training data. It could also contain 
known limitations of the model architec-
ture, training, or evaluation processes.

5https://modelcards.withgoogle.com/about

Model Cards, a concept 
from Google, aim to 
improve AI transparency 
by detailing characteris-
tics of AI models.

https://modelcards.withgoogle.com/about
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Datasheets for Datasets

Further Related Work

Like the previous two publications, this 
work from Google and Microsoft is inspired 
by datasheets in the electronics industry, 
where each component is accompanied 
by its characteristics and recommenda-
tions. The authors recommend a similar 
datasheet for machine learning datasets 
to enable better communication and 
transparency between dataset creators 
and users [GMV+21].
The intention is to encourage dataset 
creators to take caution during the creati-
on and maintenance of datasets. Thereby, 
documenting any underlying assumptions 
and the potential implications of its use. 
On one hand, the dataset creator is more 
cautious. The dataset consumer, on the 
other hand, can ensure that they have the 
information that is needed to make full use 
of the dataset.

Some of the key elements typically inclu-
ded in a Datasheet are:

The following are some of the recent 
publications in the trustworthy AI develop-
ment research area:

Machine Learning Testing: Survey, 
Landscapes, and Horizons: This paper 
provides a comprehensive survey of ML 
testing research by reviewing 138 scien-

Motivation: lists the reasons why the 
dataset was created, and the problem 
or question it addresses.

•

•

•

•

•

•

•

Composition: description of the data 
sources, including the diversity of the 
dataset, as well as any potential biases 
or limitations in the data.
Collection process: description of 
how the data was collected. For in-
stance, whether people were involved 
in the process, or if any ethical review 
process was conducted.
Preprocessing: description of any 
preprocessing steps applied to the 
data, such as normalization or removal 
of instances.
Uses: description of how the data 
should and should not be used.
Distribution: information on how the 
dataset is made available to users, 
including any privacy or access restric-
tions.
Maintenance: description of how the 
dataset will be maintained and who 
will be responsible for the support and 
maintenance of the dataset.

tific papers regarding testing approaches 
for ML systems [ZHM+22].

Testing and Quality Validation for AI 
Software-perspectives, Issues, and 
Practices: This paper discusses testing 
and quality validation techniques for AI 
software features [TGW19].

Google and Microsoft 
propose datasheets 
for machine learning 
datasets, enhancing 
transparency and 
communication between 
creators and users.

Recent publications in 
trustworthy AI develop-
ment research cover ML 
testing, data quality, soft-
ware certification, and 
development processes.
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The Dataset Nutrition Label: A Fra-
mework to Drive Higher Data Quality 
Standards: The authors propose a diagno-
stic framework that intends to provide a 
standardized view of the core components 
of a dataset [HHN+18]. The intention is 
similar to model cards and datasheets as 
discussed earlier.

On Testing Machine Learning Pro-
grams: In this paper, authors review 
existing testing practices for ML solutions 
found in the literature and identify gaps in 
them, followed by recommendations for 
future research directions [BK20].

Software Certification: Methods and 
Tools (Dagstuhl Seminar 13051): In this 
edition of the Dagstuhl Seminar, experts 
from both academia and industry met and 
published discussions on the challenges 
and best practices of certification techno-
logies [CHH+13].

The Five Laws of SE for AI: In this paper, 
the authors discuss five software enginee-
ring principles that should be applied to AI 
software to improve the development pro-
cesses [Men20].
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3 AI Marketplace Certification Schemes

AI is an emerging field. Naturally, it has 
novel challenges when it comes to certi-
fication of its functionality. To create trust, 
a software system needs to be designed 
and implemented in such a way that the 
desired functionality can be tested and ver-
ified. However, given the black-box nature 
of many AI techniques, such deterministic 
tests are challenging to implement.
AI systems pose a challenge in terms of 
legal and ethical frameworks. Establishing 
clear guidelines for the development of AI 
is a continuously evolving topic. Resear-
chers, politicians, and experts in human 
aspects of AI are debating this issue 
over the last few years. To this end, or-
ganizations such as KI.NRW6, European 
Commission, and Fraunhofer IAIS7  have 
interdisciplinary experts studying this to-
pic and publishing their results for public 
debate. Therefore, certification schemes 
designed to certify AI software should 
consider the latest guidelines and re-
commendations from various discussions 
around this topic.
AI service providers are companies 
offering AI software products in the 
marketplace. The certification of service 
providers is essential to establish mutual 
trust between users of AI and AI service 
providers. Existing industry-standard 
certification schemes are a good indi-
cator that a particular organization has 
established standard working procedures. 
However, there is no well-established 

certification scheme that yet specifically 
targets trustworthy AI development. Mo-
reover, obtaining an industry-standard 
certification is not feasible for small-scale 
companies and startups. Therefore, certi-
fication schemes should include schemes 
with a low barrier to entry. Furthermore, 
as suggested by recent publications in 
the trustworthy AI community, certification 
schemes should consider the severity of 
the use case the AI service is targeting 
and proportionately regulate the require-
ments.
Based on these recommendations, the 
AI Marketplace offers three certification 
schemes to increase mutual trust between 
AI software providers and AI users in the 
platform. These schemes are inspired and 
adopted based on existing certification 
schemes and scientific literature. Spe-
cifically, AI Marketplace promotes the 
adoption of guidelines and best practices 
for trustworthy AI development published 
by KI.NRW and the EU Commission. The 
three AI certification schemes are named:

The AI Marketplace 
offers three certification 
schemes aiming to in-
crease trust between AI 
providers and AI users.

1. AI company certification
2. Extended AI company certification
3. AI application certification

6https://www.ki.nrw/en/
7https://www.iais.fraunhofer.de/

The level of trust increases from the AI 
company certification to the AI application 
certification. However, the effort for certifi-
cation increases as well.
AI providers must go through the pro-

https://www.ki.nrw/en/
https://www.iais.fraunhofer.de/
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The AI company certifi-
cation raises awareness 
and requires self-de-
claration to adhere to 
trustworthy AI guidelines.

cesses defined to obtain an AI badge 
for the respective AI certification level. 
The badge will then be displayed on the 
platform along with the offerings. Subse-

quently, the three certification levels and 
the process steps for obtaining them are 
described.

The AI company certification is pri-
marily about raising awareness in the 
community about existing efforts toward 
establishing best practices for trustworthy 
AI development. The certification scheme 
is designed as a low-barrier-to-entry for 
AI solution providers. Therefore, based 
on “Self-declaration”, i.e., the provider is 

 3.1 AI Company Certification

responsible for adhering to the guidelines 
of trustworthy AI software development 
published by KI.NRW. The AI company 
certification addresses the EU low and 
limited risk levels.
Figure 4 shows the process steps for ob-
taining the AI company certification:

Figure 4: Process for AI company certification

Review: The applicant reviews the 
whitepaper on the trustworthy use of AI 
from KI.NRW.
Awareness Questionnaire: The ap-
plicant answers the questionnaire (see 
attachment) as reassurance.

Self-declaration: The applicant sub-
mits a self-declaration form stating that 
the applicant is aware of the guidelines 
on trustworthy AI development and 
would strive to adhere to them.

1.

2.

3.
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The extended AI compa-
ny certification is aimed 
at organizations with ge-
neric industry-standard 
certifications, providing 
more credibility.

Digital Signature: The form needs to 
be submitted with a digital signature by 
the applicant using keys validated by a 
mutually trusted certification authority.
AI Marketplace Interview: The digi-
tally signed self-declaration and the 
awareness questionnaire are submit-
ted to AI Marketplace. The documents 
will be approved by the platform after 

internal checks and a one-on-one 
meeting with the applicant.
Badge: After approval, an AI company 
badge will be displayed in the profile of 
the applicant on AI Marketplace.

4.

5.

6.

The extended AI company certification 
scheme is aimed at organizations that 
have already obtained one or more 
industry-standard AI certifications. For 
obtaining such certifications, elaborated 
quality checks have already taken place. 
Therefore, this adds more credibility to 

 3.2 Extended AI Company Certification

Figure 5: Process for extended AI company certification

the self-declaration from the provider. The 
AI certification scheme addresses the EU 
low and limited risk levels.
Figure 4 shows the process steps for 
obtaining the extended AI company certi-
fication. Process steps 1)-4) are identical 
to the AI company certification:
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Review: The applicant reviews the 
whitepaper on the trustworthy use of AI 
from KI.NRW.
Awareness Questionnaire: The ap-
plicant answers the questionnaire (see 
attachment) as reassurance.
Self-declaration: The applicant sub-
mits a self-declaration form stating that 
the applicant is aware of the guidelines 
on trustworthy AI development and 
would strive to adhere to them.
Digital Signature: The form needs to 
be submitted with a digital signature by 
the applicant using keys validated by a 
mutually trusted certification authority.
Existing Certificates: The applicant 
submits existing AI certifications from 
the following list of accepted certifica-
tions:
 ISO 9001 [ISO9001]
 ISO 27001 [ISO/IEC27001]
 ISO/IEC DIS 27070 [ISO/ IEC27070]
 ISO/IEC 33001 [ISO/IEC33001]
 ISO/IEC 90003 [ISO/IEC90003]
 BSI C5 [Bun20]
 Other certifications can also be  
 considered based on merit.

1.

2.

3.

4.

5.

6.

7.

•
•
•
•
•
•
•

AI Marketplace Interview: The di-
gitally signed self-declaration, the 
awareness questionnaire, and the AI 
certificates are submitted to AI Market-
place. The documents will be approved 
by the platform after internal checks 
and a one-on-one meeting with the 
applicant.
Badge: After approval, an AI company 
badge and the further approved AI cer-
tificates will be displayed in the profile 
of the provider on AI Marketplace.
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The AI application certi-
fication scheme involves 
manual audits by experts 
for critical AI use cases.

The AI application certification scheme is 
the most elaborate. It involves a manual 
audit by an expert. This scheme is aimed 
at use cases that are critical and therefore 

 3.3 AI Application Certification (Coming Soon)

must be scrutinized individually. In this 
way, the EU high risk level is addressed.
Figure 7 shows the process steps for ob-
taining the AI application certification:

Figure 6: Process for AI application certification

Prerequisite: The applicant has already 
acquired an AI company badge.
Submit Application: The applicant pro-
vides the executable application, sample 
dataset, documentation, etc., of the AI 
application to the auditor upon proper 
authorization and non-disclosure agree-
ments.
Audit: The application is audited by ex-
perts based on published guidelines.

1.

2.

3.

4.

Approval: The inputs from the auditor are 
checked and approved by the AI Mar-ket-
place team.
Badge: After approval, an AI application 
badge will be displayed on the platform for 
the specific AI application.
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4 Conclusion and Outlook

In this paper, we briefly discussed the core 
ideas of existing efforts towards certifica-
tion of trustworthy AI development. We 
further presented the three certification 
schemes proposed by the AI Marketplace. 
These schemes are designed based on 
the recommendations of the EU Artificial 
Intelligence Act of the EU Commission 
and KI.NRW. To this end, the AI company 
certification scheme has a low barrier to 
entry while the AI application certification 
scheme has more rigorous requirements. 
This is intended to serve different use 
cases based on the criticality of the re-
spective AI systems.

Going forward, we intend to introduce 
further automated tests to the require-
ments to make the overall process more 
objective and transparent. Furthermore, 
legal developments, like the adoption of 
the AI Artificial Intelligence Act, need to 
be monitored closely. This way, it can be 
ensured, that the continuously updated 
AI certification schemes of the AI market-
place consider the latest developments in 
the field of AI certification.
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Attachment: Awareness Questionnaire 
of the AI Marketplace

Figure A-1: Awareness Questionnaire of the AI Marketplace (page 1/2) 
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Figure A-2: Awareness Questionnaire of the AI Marketplace (page 1/2) 
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